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The purpose of this assignment is coming up with a strategy to navigate through a pirate theme maze. We used a python Deep Q Network to work with two other classes. The pirate character can only move in four directions and is rewarded for successfully reaching the treasure and penalized for hitting obstacles, revisiting the same location, or attempting an invalid move. Through reinforcement learning, the pirate is trained to pick the most optimal action for each state which is done through exploration and exploitation.

When talking about exploration with reinforcement learning this revolves around the idea of selecting actions that the agent has not yet attempted or it believes will provide new insights to enhance its long-term performance. Its purpose is to gain new knowledge and information that can lead to better decision-making in the future.

Exploitation involves the strategy of choosing actions that the agent believes will have the highest immediate reward based on its existing knowledge. Exploitation focuses on maximizing short-term performance by making decisions grounded in the current understanding it has.

Now to gain a happy medium between exploration and exploitation we can implement a learning rate decay mechanism. This decay rate gradually shifts from random exploration to informed exploitation as it gains experience

During the early stages of learning, priority is given to exploration to allow the agent to explore different paths and understand its environment. As the agent accumulates more experience and knowledge, the balance shifts towards exploitation to leverage that knowledge for improved performance.

Reinforcement learning assists in determining the path to the goal (the treasure) for the agent (the pirate). The agent learns through its actions, forming states to actions. During pathfinding, states will relate to various locations on the map, and actions represent the movements the agent can make to navigate the maze. The agent is going to maximize the total expected reward over time by adjusting its actions based on exploration and exploitation strategies.
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